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Abstract—Chignell et al. [1] previously described a methodology for converting a large set of confidential data records into a set of summaries of similar patients. They claimed that the resulting patient types could “capture important trends and patterns in the data set without disclosing the information in any of the individual data records.” In this paper we examine the predictive validity of an initial set of patient types developed by [1]. We ask the following question: To what extent can the summarized data derived from each cluster (patient type) be as informative as the original case level data (individuals) from which the clusters were inferred? We address this question by assessing how well predictions made with summarized data matched predictions made with original data. After reviewing relevant literature, and explaining how data is summarized in each cluster of similar patients, we compare the results of predicting death in the ICU (I) using both summarized (regression analysis) and original case data (discriminant analysis and logistic regression analysis). When multiple clusters were used, prediction based on regression analysis of the summarized data was found to be better than prediction using either logistic regression or discriminant analysis on the raw data. We hypothesize that this result is due to segmentation of a heterogeneous multivariate space into more homogeneous subregions. We see the present results as an important step towards the development of generalized health data search engines that can utilize non-confidential summarized data passed through health data repository firewalls.

Index Terms—Clustering, ICU, Mortality Prediction, Regression Analysis, Summarized Data

I. INTRODUCTION

Clinical decision support tools based on patients who are similar to the current patient [2] might help physicians deal with the cognitively complex, intense, and interrupt driven tasks (e.g., [3]) that they are often faced with. Chignell et al. [1] proposed the use of cluster analysis to group patients into non-confidential patient types. They demonstrated the feasibility of this approach by clustering the MIMIC II database of intensive care unit (ICU) records into a set of patient types, and it seems likely that similar analyses could be carried out on many other health data repositories to develop meaningful patient types. However, there are two important criteria that summarized patient types must satisfy before they can be used in practice. First, they must be designed so that they preserve privacy and second, they must be useful, in terms of making valid predictions and providing support to clinical decision-making. Summarizations of data and applications that use them should be designed so as to minimize risks of identity and attribute disclosure (e.g., [4]). While we believe that carefully designed summarizations of data are an excellent way to preserve privacy, further discussion of the privacy implications of our approach is outside the scope of this paper. Here, we focus on the issue of the quality of predictions (concerning alive/dead outcomes of ICU patients) made by matching the current patient against a set of summarized patient types.

Death in the ICU is just one of many healthcare outcomes or variables that could be predicted based on summarized patient types, but it is an important problem that is currently being worked on, and it provides an opportunity to validate the methods that we are developing. In a clinical setting, being able to determine which patients are at increased risk of death should facilitate clinical decision-making and lead to better targeted interventions, and more effective use of rapid response teams.

The development of abstract patient types (clusters of similar patients) from confidential medical records [1] is proposed as the first step in developing applications that present summaries of similar patient types (or predictions based on those summaries) as an aid to clinical decision making. In contrast to approaches that focus only on particular prediction tasks (such as predicting death, or severity of status, in the ICU), our ultimate objective is to develop a health data search engine that can support useful predictive analytics for a wide range of queries/problems (e.g., suggesting diagnoses, predicting length of time to the next emergency department visit, and so on). While our motivation for this work originally came from emergency medicine [3], and more recently intensive care, summarized data may be useful in supporting decision making in many areas of healthcare. In carrying out the research reported below we hypothesized that summarized data derived from each cluster (patient type) could be at least as informative as case level data (individuals). Our goal in the research reported here was to evaluate how well data that is 1) blindly clustered without any regard for the prediction task to be used, and then 2) summarized, can support subsequent prediction (vs. predictions made using standard techniques
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1 ICU: Intensive Care Unit
applied to case level data).

This paper begins by reviewing relevant literature on clinical decision support, on predicting values in healthcare data, and on predicting death in ICUs in particular. We then provide an overview of our method for summarizing confidential data (see [1] for more details on the method). Using a set of published ICU data we then retrospectively predicted if patients in each cluster died or not using reported death status (alive or dead) as the dependent (criterion) variable. Predictions based on linear regressions carried out with summarized data were compared with regression analyses (linear and logistic) and discriminant analysis carried out on the case-level (non-summarized data). Our overall finding is that prediction based on the summarized clusters (patient types) is better than prediction based on the non-summarized original data (for this ICU data set). We conclude by noting the likely utility of summarized data as a basis for health data search engines, and for associated clinical decision support tools that can predict unknown features associated with a case of current interest.

II. BACKGROUND

Vinod Khosla (co-founder of Sun Microsystems) claimed in late 2012 that “Technology will replace 80% of what doctor’s do” [5]. He argued that much of what doctor’s do could be better done with computers: “doctors aren't supposed to just measure. They're supposed to consume all that data, consider it in context of the latest medical findings and the patient's history, and figure out if something's wrong. Computers can take on much of that diagnosis and treatment and even do these functions better than the average doctor (while considering more options and making fewer errors).” While it might be some time before this envisioned future comes to pass, where software agents act as physicians, there seems little doubt that systems that support clinical decision-making appropriately can enhance treatment outcomes today. Early clinical decision support systems (CDSS) were often linked to computerized provider order entry (CPOE) systems and research evidence indicated that the addition of clinical decision support (CDS) enhances healthcare quality and efficiency [6].

Later research addressed the issue of what features of CDSS led to improved performance. Garg et al. [7] found that CDSS that automatically prompted users performed better than those that required users to activate the system. Kawamoto et al. [8] identified four features that independently predicted improved clinical practice: automatic provision of decision support as part of clinician workflow; provision of recommendations rather than just assessments; provision of decision support at the time and location of decision making; computer based decision support.

CDS can be based on best available clinical evidence or guidelines, derived from evidence-based medicine [9]. However, when Shojania et al. [10] carried out a systematic review of point of care computer reminders on physician behaviour they found that such reminders produced smaller improvements (in the order 4-5%) than those generally expected from the implementation of computerized order entry and electronic medical record systems.

CDS can also utilize predictions based on data mining of previous cases as has been proposed for pathology ordering [11]. While interest in data mining of health care records to support decision making is high, the topic is still in its infancy, with little agreement as to which of the many available data mining methods should be used, and how the results should be integrated into practice.

A useful starting point for the design of CDS based on data mining of health records is to look at how physicians currently make decisions. This activity may provide clues as to how to integrate decision support more effectively into their practice. Medical decision makers are influenced by previous cases that they have seen, and this is particularly true for older doctors, who will generally be more comfortable with reviewing similar cases than they will be in using search technologies [12]. Presentations of data about similar patients can be a form of clinical decision support [2]. However in environments like emergency medicine, where there may be numerous interruptions, and high workload [3], emergency (or intensive care) physicians would likely not have time to search through records of similar patients, even if they had real-time access to those records. While information about patients that are similar to the current one can be done through a background search process [13] time is still required to go through the similar patient summaries and consider them in the context of the current case. An alternative approach is to make predictions based on what is known about the patients that are judged to be similar to the current case. These predictions could then be presented to the physician as recommendations, or suggestions about decisions or actions to be taken, or probabilities of outcomes associated with particular actions.

Gottlieb et al. [14] provided an example of decision-making based on patient similarities. They used demographic, initial blood and electrocardiography measurements, as well as medical history of hospitalized patients from two independent hospitals to predict eventual discharge diagnoses. Their method involved combining data from two hospitals and it also utilized a data set of 55 million associations between 5 million patients and 1,125 third level discharge ICD codes.

While impressive results have been obtained in using health data repositories to make diagnostic and treatment decisions, they have generally involved considerable time, resources, and privileged access to confidential health data. Is it possible to use summarized, non-confidential data to make novel and useful predictions about unknown features, based on easily assessed statistical properties of the data, within a matter of seconds and without using detailed medical knowledge?

In order to demonstrate the value of summarized patient types in making predictions, we chose to look at the problem of deterioration and death in the ICU. ICU patients typically need constant and close monitoring, leading to large amounts of data on each patient. Prediction of who is likely to die in the ICU, or after leaving the ICU, is important both in preventing premature death and in allocating resources (such as rapid response teams) more efficiently [15]. Prediction of death in
the ICU has been a focus of research for some time. For instance, the APACHE² scoring system was developed for assessing risk of death in intensive care [16]. Ohno-Machado et al. [17] summarized much of the subsequent work on data mining and modeling of intensive care outcomes. Examples of this work included [18], which developed a logistic regression model to predict risk of death for children (under age 16) in an intensive care unit, and [19] which applied univariate and multivariate logistic regression analysis to find independent predictors of death in patients with acute type A aortic dissection. More recently, Hug [20] developed a real-time acuity score suitable for continuous risk assessment of ICU patients. Joshi and Szolovits [21] used an unsupervised learning approach to visualize the status of multiple organ systems in real time. While their technique was unsupervised, it was focused on the status of organ systems and thus specialized to some extent.

In a recent study, multivariable logistic regression was used to predict “out of intensive care unit” cardiopulmonary arrest, or death. The authors considered vital signs, laboratory data, physician orders, medications, floor assignment, and the Modified Early Warning Score (MEWS) as predictors in this study [15]. Other studies have made predictions based on similar patient data. Gotz et al. [22] presented an approach to extract a cohort of patients that are similar to a target patient. Ebadollahi et al. [13] predicted the trajectory of a patient’s physiological data based on temporal trends in similar patients.

In summary, there is considerable interest in data mining of health records to support clinical decision making, but there are also obstacles. In addition to concerns about privacy, there is a need for techniques that can support decision-making in real-time, and that do not require large, and costly efforts to develop associated knowledge bases or ontologies (e.g., [23]). Thus our focus on this paper will be on a relatively assumption-free form of lightweight data mining and generalized prediction that could ultimately be conducted in real time as a Web service.

III. CLUSTERS OF SIMILAR PATIENTS

In conducting this research, we worked with the MIMIC II database (available from physionet.org), which is a rich database of ICU data containing a wide range of medical data, including demographics, tests, charts and medical reports.

K-means clustering was carried out on the adult patients in the data set (around 25,000 patients), varying the number of extracted clusters between 3 and 50. Prior to doing the clustering we carried out factor analysis to identify groups of highly correlated variables that were likely reflecting the same underlying factor. We addressed the issue of multi-collinearity (high inter-correlations) by replacing highly correlated variables within a factor with a unit-weighted scale that combined those variables into a single score. Since we used the Euclidean distance measure with K-means, we also standardized (using a z-transformation) the variables prior to clustering so that the analysis was not unduly influenced by differences in scale (units) between the variables. Another standard method that we used to clean up the data prior to the analysis was replacement of extreme outliers (more than five standard deviations from the mean) with less extreme values (two standard deviations from the mean). We chose a 40 cluster solution as having the best combination of a) large number of clusters, and b) also containing a sizeable group of people within each cluster. Within this solution we focused on 27 clusters that each had at least 100 patients in them. Eight of the clusters contained more than 1,000 patients, with the largest cluster having over 3,000 patients.

The cluster analysis is discussed elsewhere [1]. In this paper we focus on summaries of the clusters to carry out prediction. Figure 1 summarizes the clustering structure that was obtained by [1] (27 clusters with seven of the clusters forming a super-cluster obtained using factor analysis of the clusters). While not shown in this figure, larger clusters could be further partitioned until desired levels of size, and homogeneity within clusters, are reached. The clustering shown in Figure 1 was based on medications, lab results, chart information and some demographics and ICU details (such as length of stay).

Chignell et al. [1] used an analysis of the difference vectors between cluster centroids to interpret each cluster based on its unique (discriminating) features. However, when using their clusters for prediction, we found it best to utilize all the features in building regression models. Clusters were summarized with the mean, median, maximum, minimum and standard deviation for the features. The feature inter-correlation matrix for patients within the cluster was also stored so that regression analysis could then be carried out on the summarized data.

How can one make predictions on the basis of summarized data? First, one needs to match the current patient against a set of previously identified clusters (patient types). This matching is based on similarity between the patient and the vector of features that constitute the summarized cluster representation.

One technique that is typically used for matching is k-th nearest neighbour assignment (e.g., [24]), but it could not be applied in our case because individual data records (neighbours) are not available with summarized data. However, patients can be matched to a cluster based on which cluster centroid they are closest to. Analogously to k-th
nearest neighbour assignment, one could do k-th nearest cluster assignment, where predictions for each of the k-th nearest matching clusters for each patient can be averaged to make predictions, or presented as alternatives if being browsed. In the case study reported below we used the computationally simpler method of making predictions based on the closest matching centroid (i.e., I-th nearest cluster assignment). Since we only had 27 clusters this seemed reasonable and it yielded satisfactory results. Since the matrix of feature inter-correlations was stored as part of the summarization of the cluster, regression analysis could then be carried out on the cluster summaries. This works because the correlation matrix (with means and standard deviations) can be used as the starting point for linear regression analysis, yielding the same predictions (with standard multiple linear regression models) as would have been obtained with a case-level regression analysis of the non-summarized data.

IV. PREDICTION WITH SUMMARIZED DATA VERSUS ORIGINAL CASE DATA

Patients within the Mimic II patient type clusters that we identified had significant differences in death rate, even though occurrence (or otherwise) of death wasn’t one of the features used in the cluster analysis that identified the clusters. Could prediction of death be used to validate the use of summarized data, as a substitute for the original case level data, in making a clinically relevant prediction?

To compare prediction between summarized and original case data we applied multiple linear regression analysis with outcome of each patient (0=live, 1=dead) as the criterion. Typically, logistic regression analysis or discriminant analysis are used with a dichotomous criterion, and we used those methods with the case level (non-summarized) data. However, for data summarized with correlations, linear regression analysis is feasible, but not the other two methods. For regression analysis the predicted occurrence of death was treated as a continuous variable (probability of death) that varied between 0 and 1. To obtain actual predictions of status, the predictions on the continuous interval (0,1) were then rounded to the nearest integer value (0 or 1).

Table I shows number of patients and percentage of patients who died within each cluster. We used the four largest clusters (7, 9, 15, and 22, highlighted in the table) in our initial analyses below.

A. Prediction of Death Methodology

To predict occurrence of death with original case data, we considered the (actual) occurrence of death as the criterion, and the other features as predictors. We analyzed the data with both logistic regression and discriminant analysis. For each of those procedures we first used the procedure on the entire data set, selected those participants who were in the cluster of interest, and then calculated accuracy based on the amount of agreement between the predictions made (over all the participants in the cluster) and the actual death status for those people. Thus only one discriminant analysis and one logistic regression analysis were run, with different sets of participants being used to calculate the accuracy score depending upon which cluster was under consideration. In addition, for the sake of later comparability with summarized prediction, we also ran a linear regression analysis on the original case data where the regression equation was calculated based on all the data and then that equation was fitted to whichever pool of participants was being considered (i.e., the participants of a particular cluster). For instance, to calculate the case level regression accuracy for cluster 7 we predicted the death status for all the participants in cluster 7 based on the regression equation calculated over the entire data set (across all the clusters), and compared the resulting predictions with actual death status.

Accuracy was calculated as the number of correct predictions, i.e., alive when predicted alive, dead when predicted dead, divided by the total number of predictions within the cluster.

V. RESULTS

We carried out the analyses, described above, for each of the four largest clusters (clusters 7, 9, 15, and 22). Tables II to V summarize the results that were obtained from the resulting four analyses.

<table>
<thead>
<tr>
<th>Cluster 7: Accuracy of the methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression analysis on summarized data</td>
</tr>
<tr>
<td>Linear regression analysis case level</td>
</tr>
<tr>
<td>Logistic regression case level</td>
</tr>
<tr>
<td>Discriminant analysis case level</td>
</tr>
</tbody>
</table>

In cluster 7, the logistic regression and discriminant analysis were both more accurate than the regression models, with the summarized regression being a little more accurate than the case level regression.
For cluster 9, prediction on the summarized data was over six percent more accurate than regression analysis on the case level data, and the summarized regression predictions was also close to three percent more accurate than the corresponding predictions for the discriminant analysis and the logistic regression.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>Cluster 9: Accuracy of the methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 9</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Regression analysis on summarized data</td>
<td>75.31</td>
</tr>
<tr>
<td>Linear regression analysis case level</td>
<td>68.90</td>
</tr>
<tr>
<td>Logistic regression case level</td>
<td>72.45</td>
</tr>
<tr>
<td>Discriminant analysis case level</td>
<td>72.49</td>
</tr>
</tbody>
</table>

For cluster 15, prediction with summarized regression was between one and two percent more accurate than prediction with the other methods.

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>Cluster 15: Accuracy of the methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 15</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Regression analysis on summarized data</td>
<td>81.101</td>
</tr>
<tr>
<td>Linear regression analysis case level</td>
<td>79.03</td>
</tr>
<tr>
<td>Logistic regression case level</td>
<td>79.85</td>
</tr>
<tr>
<td>Discriminant analysis case level</td>
<td>79.87</td>
</tr>
</tbody>
</table>

For cluster 22, the summarized regression prediction accuracy appeared slightly (around 1.5%) better than corresponding accuracy for case level regression. However, summarized prediction accuracy was marginally worse than the accuracy for logistic regression and discriminant analysis.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>Cluster 22: Accuracy of the methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 22</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Regression analysis on summarized data</td>
<td>74.20</td>
</tr>
<tr>
<td>Linear regression analysis case level</td>
<td>72.72</td>
</tr>
<tr>
<td>Logistic regression case level</td>
<td>74.93</td>
</tr>
<tr>
<td>Discriminant analysis case level</td>
<td>75.09</td>
</tr>
</tbody>
</table>

In summary, accuracy of the summarized regression predictions was sometimes better, sometimes comparable, and sometimes worse than logistic regression and discriminant analysis in the four clusters considered here.

Since summarized prediction outperformed the single regression model fitted to the entire (case level) data set, it would seem to be advantageous to use different regression models within different clusters and this appears to be the case (since the list of significant features/predictors varied considerably across the four different regression analyses used for the four clusters highlighted here). For instance, while one lab variable was a significant predictor in three of the four clusters, a second lab variable was only a significant predictor in cluster 9 and a third lab variable was only a significant predictor in cluster 7.

Inspection of Table VII suggests that relationships between the EHR features and death status varied between the clusters. Could summarized prediction take advantage of this variation and out-predict logistic regression and discriminant analysis on case level data, when more clusters where included in the analysis?

When the comparison was repeated but for the people in all 27 of the clusters (Table XIII), prediction made using only the summarization data was almost 5% more accurate than that of logistic regression, or discriminant analysis, using the original case level data.

<table>
<thead>
<tr>
<th>TABLE VI</th>
<th>All 27 Clusters: accuracy of different methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Clusters</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Regression analysis on summarized data</td>
<td>81.87</td>
</tr>
<tr>
<td>Linear regression analysis case level</td>
<td>75.40</td>
</tr>
<tr>
<td>Logistic regression case level</td>
<td>77.2</td>
</tr>
<tr>
<td>Discriminant analysis case level</td>
<td>77.2</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

When interpreting the results presented above it is important to keep in mind how different our methodology was from the best practices typically used in healthcare data mining. The cluster analysis was carried out on a publicly available data set and we had no information about the data set other than the documentation provided. The authors of this paper had no medical training to guide them in doing the analysis and the only input from medical experts came when two physicians reviewed the obtained clusters to provide a sanity check on whether they seemed to make some sense. The cluster analysis was performed using a standard technique available in a widely distributed statistical package and there was no supervision of the clustering processing other than choosing how many clusters were to be extracted. Only one clustering method was used and the cluster analysis was done in a single shot (but with a varying number of partitions). It is almost certain that the cluster analysis we did could be improved upon if more effort and expertise were applied to it. However, the methods that we used were designed to be easily automated, so that they could be carried out automatically and efficiently within a health data repository that communicated with a search engine/web service.

Summarized prediction of death within a cluster was not noticeably more accurate than using logistic regression, and discriminant analysis, with the case level data. However, when using prediction across multiple clusters, summarized prediction outperformed logistic regression, and discriminant analysis, carried out on the raw data. When we looked at only the four clusters pooled together, the advantage in accuracy of prediction for summarized regression (versus logistic regression and discriminant analysis) was a little less than 2%. However, this advantage rose to almost 5% when all 27 clusters were considered together.

3 EHR: Electronic Health Record
How can predictions based on summarized data outperform predictions based on the original, un-summarized data? Assigning people to clusters likely boosts accuracy because differentiation of patients into clusters effectively partitions the high dimensional multivariate space of predictor variables into subspaces that are likely to be governed by different regression models within each subspace. If regression relationships differ within different regions of the multivariate space, then separately fitting different regression models within different subspaces should lead to more accurate fitting than trying to fit a single model over the entire high dimensional space.

The two-step process of clustering followed by regression used in this paper was originally described by [25], who referred to that process as piecewise regression. We prefer the term cluster-boosted regression (CBR) because the “piecewise” descriptor seems more applicable to low-dimensional spaces (and two-dimensional line fitting in particular) than to the high-dimensional spaces that are typical of healthcare data mining applications. The major difference in our approach was that we used k-means analysis for clustering rather than the hierarchical clustering used by McGee and Carleton. We prefer the k-means clustering method because it is a simple and very efficient method that is widely available in many packages include the open source R statistical package. Most importantly though, it partitions the high dimensional feature space of patient electronic health records into roughly spherical regions or subspaces within which specialized regression models can be fitted. Within a particular subspace some variables may be “flattened”, i.e., have little variability (e.g., the patients within a cluster may have a similar length of stay). Additionally, relationships (correlations) between variables may also differ from one subspace (cluster) to another, leading to different regression models applying within different subspaces. Since the goal of the clustering is to enhance predictions made with regression models, it doesn’t matter if the clustering solution is a completely accurate representation of some underlying conceptual structure behind the data. By partitioning the data into reasonably homogeneous subspaces, regression models are specialized to those subspaces and will tend to fit better.

Given that the clusters used in the present study were formed in an ad hoc fashion by researchers with little medical expertise we believe that the result that we obtained will likely be replicated in summarized prediction in other healthcare contexts. While this expectation needs to be validated in future research, it seems likely that CBR should make summarized regression/prediction an effective strategy in a wide variety of contexts. Although summarized prediction is not always competitive within a single cluster it appears to become more accurate as more people (and clusters) are included in the prediction. The 82 percent accuracy in predicting death across the 27 clusters in our sample is no doubt poor when compared to knowledge-based techniques, and to techniques that take into account temporal effects and known causal relationships. Presumably the accuracy of the generalized prediction method used here could be boosted with better knowledge, or by supplementing predictions with knowledge-based heuristics (e.g., in one paper we reviewed risk was adjusted based on which floor of the hospital a patient was on).

As our results show, even an unsupervised clustering process, run by medically unskilled data analysts, can identify meaningful subspaces. Within such subspaces summarized regressions can outperform analyses carried out on the original (unpartitioned) feature space using case level data.

VII. CONCLUSION

Across multiple clusters, summarized regression outperformed case level analyses rather handily in this study. We attribute this to the fact that the derived clusters of patient types partitioned the multivariate feature space effectively and captured important statistical relationships and differences that boosted the regression results.

While not a focus of this paper, we believe that with sufficiently large clusters of patient types being summarized (and with the addition of a certain amount of randomization, if found to be necessary), privacy issues arising from using summarized version of patients’ data should be relatively minor. Without detailed knowledge of the data and the clustering process there is no way back from correlation, mean and standard deviation to individual data records. In contrast to tables of data returned in response to queries, clustered summaries returned in response to queries are much harder to deconstruct since clusters are dependent on random initial partitions, and exactly which records are included in the clustering. Differing clustering methods can also be intermixed, making it even harder for malicious outsiders to try and infer individual data since they will have no way to model the details of the clustering process. This opacity of summarized prediction is likely to be even more evident if only predictions for individual cases are provided and the predictive analytics is actually carried out inside the firewall.

The approach to healthcare data mining introduced here offers re-use of health data in clinical decision support while providing methods that preserve privacy and offer better prediction. We hope that other researchers will be able to confirm and extend the present results with respect to the benefits of summarized health data in building predictive analytics and healthcare applications based on non-confidential health data. We see the present research as an encouraging step towards a general search engine that can accept queries and then pass them on to a large number of health data repositories that would then return matching clustered summaries suitable for prediction and clinical decision support. While the appropriate user interface and interaction paradigm for associated clinical decision support tools have yet to be elaborated, a first step may involve predicting unknown features associated with a case of current interest and flagging them as possibilities in the patient’s data record.
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